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Abstract—In earlier days, the main focus of software developer was on functionality, through ad-hoc processes they developed the software. 

Due to this the quality of data produced by these software was not good. Software was not considered a concrete value. Everyone agreed on 

it importance, but it was not considered as a possession. But at present software is a part of the balance of an organization. Data is slowly 

following the same process. The information owned by an organization in an important part of its assets. Generally, the methods and 

techniques are applies to software but data itself has often been considered as an external problem. Validation and verification techniques 

usually assume that data is provided by an external agent and concentrate only on software. The first step to define methods and techniques 

to improve data quality is to understand what good quality means. Hence, we need to measure data quality in order to find how valuable the 

information is, and how to improve it. It is impossible to make empirical evaluations if we do not agree on what (and how) should be 

measured. In this paper we measure information quality using metrics. We apply traditional software metrics techniques to measure data 

quality. We use the Goal-Question-Metric (GQM) methodology and apply this on the database of university examination system of 

Himachal Pradesh University as a case study.  

 

Keywords— Data/Information quality; goal-question-metrics(GQM); data metrics. 

I.  INTRODUCTION  

n earlier days software was not considered a concrete 

value in an organization. Everyone agreed on the 

importance of software, but it was not considered as a 

good, as a possession. In those days, the value of software was 

associated with its cost. Nowadays, software is assets for an 

organization. Data is slowly following the same process. In 

fact, more people are now talking about “the value of 

information.” New organizations have information as it main 

asset. Organizations have information that may help them to 

improve their work, make decisions, and increase their profits. 

This information is usually stored in large databases, managed 

via software applications.  

Himachal Pradesh University has computerised its 

examination system to process the result of students. We used 

the database of this system for analysis. The university 

examination system's main focus is to process the result of 

graduate and post graduate students. This system has two 

phases, namely pre-examination and post examination phase. 

In pre-examination phase collect the information of students 

studying in various colleges and university campuses. The 

post examination phase prepare history sheet of student and 

process their result effectively. 

Now, how could an organization know that it has the right 

information at the right time? How could an organization 

evaluate its information, in order to take corrective actions? 

That is a matter of data quality (DQ). How could the quality 

of the information in an organization be measured, in order to 

decide if data can be trusted?  

Data itself has often been considered as an “external” 

problem. Quality techniques for validation and verification 

usually assume that an external agent provides data, and 

concentrate only on software itself. The problem of bad 

information quality was not considered a problem of software 

professionals: it was rather a problem of the users of the 

system. 

Our claim is that software engineering should take into 

account data quality issues, in order to prevent, detect, and 

solve problems in the use of systems caused by bad quality of 

data. Some of these problems are human in nature; others can 

be addressed using standard software techniques e.g. data 

standardization, verification, profiling/monitoring, matching, 

and integration with other tools. 

In our work, we are interested in measuring data quality 

and we used the data of university examination system. 

Measuring the quality of the information will help us to know 

its value, and also its pitfalls. We agree with the well-known 

proverb: "if you can’t measure it, you can’t manage it”. We 

propose to measure information quality using metrics defined 

using traditional software engineering techniques. Metrics 

have been studied in software engineering [5]. In particular, 

we base our work on the GQM methodology [2]. 

We cannot measure data and ignore how it is organized. 

Certain quality characteristics are related to the organization of 

data, i.e., to the data model, and not to data itself. The data 

model might affect some data quality attributes, since it 

defines the way data is accessed and maintained. We want to 

identify and measure those attributes too. 

Our main scope is to apply these techniques to data in 

digital format, data stored in computers systems. This data is 

usually organized in databases, at least at a logical level. Thus, 

we concentrate on models that capture databases [14], [1]. Our 

goal is to implement metrics at least in the case of the 

relational model, but the measures defined are general enough 

to be used in other cases. 

In recent years, researchers have been studying data 

quality problems from the perspective of the data generation 
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processes [16], [12, [13]. They have identified problems in 

data, and tried to associate them with problems in the process 

that lead to this data.  

In [9], Redman gives a introduction to DQ issues. He 

points out the importance of understanding data quality 

requirements from the beginning, but from a management 

perspective. Other approaches [12], [13] follow the same 

management perspective. They use ad-hoc metrics for specific 

database applications (medical, student, etc.), and most of 

them rely on user satisfaction as a measure of quality. In this 

paper, we present a framework for defining and using data 

quality metrics. The outcome of our work is a suitable set of 

metrics that establish a starting point for a systematic analysis 

of data quality. Moreover, we validate the idea of using 

standard software engineering tools to attack data quality 

issues. In Section 2 we discuss what data quality means. In 

Section 3 we present GQM, a methodology for metrics 

definition in the software development process. Section 4 we 

make use of these quality metrics to analyse the database of 

university examination system of Himachal Pradesh 

University. Section 5 describes how to incorporate data quality 

metrics to evaluate, improve, and maintain levels of quality in 

the organization. In section 6 we present our conclusions and 

suggest future work. 

II. WHAT IS DATA QUALITY ? 

Data quality (DQ) is a term to describe the quality of the 

content of information systems. It is often pragmatically 

defined as: "The fitness for use of the information provided." 

Most information system practitioners use the term 

synonymously with information Quality. Quality is not an 

absolute concept. In the case of data quality, we may want to 

take into account only specific attributes with some specific 

relevance, depending on the particular context we are 

analyzing. In our view, the quality of data in the context of 

software systems is related to the benefits that it might give to 

an organization. As we have said, the quality of data depends 

on several aspects. We present several attributes that we think 

have to be measured in order to determine the quality of our 

data. These attributes or dimensions have been taken from [16, 

12] following the point of view of the value of the data, i.e., 

our pragmatic view of data quality. We present an informal 

definition for each of the attributes considered. 

Completeness: Every fact of the real world is represented. It is 

possible to consider two different aspects of completeness: 

first, certain values may not be present at the time; second, 

certain attributes cannot  be stored. 

Relevance: Every piece of information stored is important in 

order to get a representation of the real world. 

Reliability: The data stored is trustable, i.e., it can be taken as 

true information. 

Amount of data: The number of facts stored. 

Consistency: There is no contradiction between the data 

stored. 

Correctness: Every set of data stored represents a real world 

situation. 

Timeliness: Data is updated in time; update frequency is 

adequate. 

Precision: Data is stored with the precision required to 

characterize it. 

Unambiguous: Each piece of data has a unique meaning. 

Accuracy: Each piece of data stored is related to a real world 

datum in a precise way. 

Objectivity: Data is objective, i.e., it does not depend on the 

judgment, interpretation, or evaluation of people. 

Conciseness: The real world is represented with the minimum 

information required for the goal it is used for. 

Usefulness: The stored information is applicable for the 

organization. 

Usability: The stored information is usable by the 

organization. 

III. ELEMENTS OF THE GQM APPROACH 

GQM [2] is a framework for the definition of metrics. 

GQM is based on the assumption that in order to measure in a 

useful way, an organization must: 

 specify goals 

 characterize them by means of questions pointing their 

relevant attributes,  

 give measurements that may answer these questions. 

We have chosen this framework because it is a top down 

approach that provide guidelines to define metrics, without a 

priori knowledge of the specific measures. Following GQM, 

we first are able to state which dimensions characterize our 

notion of data quality. Then, we can ask questions 

characterizing each dimension, without giving a precise 

(formal) definition -that is sometimes impossible-, only 

focusing on their relevant characteristics from our point of 

view. Finally, we give metrics (some objective, some others 

based on people appreciation) to answer these questions, 

giving us a more precise valuation of the quality of our data. 

A goal in GQM is defined in a precise way. A goal is defined 

for an object, with a purpose, from a perspective, in an 

environment. For example (in a software organization): “To 

evaluate the maintenance process from the manager point of 

view in the context of a maintenance staff comprised of new 

programmers.” In this example, the object is the maintenance 

process, the purpose is to evaluate, the perspective is the 

manager point of view, and the environment is the 

composition of the maintenance staff. A goal in GQM is posed 

at the conceptual level. A question in GQM tries to 

characterize the object of measurement with respect to a 

selected quality issue, and to determine its quality from the 

selected viewpoint. For example (in the context of the goal 

stated above): “What is the current change processing time?” 

A question in GQM is posed at the operational level. 

A metric in GQM is a set of data associated with every 

question in order to answer it in a quantitative way. Data can 

be objective, if it depends only on the object being measured 

and not on the viewpoint, or subjective, if it depends on both. 

For example: “Number of days spent on a user change 

request” may be a metric for the question presented above. A 
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metric in GQM is posed at the quantitative level. Here, in 

order to have a concrete way to compute the metrics, we also 

give techniques associated with them. 

Data collection forms (DCF) is a technique for collecting 

information from users, in order to compute some of the 

subjective metrics defined. DCF have questions to be 

answered by data users. They are intended to measure aspects 

that depend on user appreciation (sense, accessibility, etc.). 

The answers are often predefined ordinal metrics (including 

explanations for each choice, as in “1. - Low, 2. -Medium, 3. -

High”), true-false, yes-no, or an absolute measure (for 

example, the answer for the question “how many times do you 

consult the data per day?”).  

IV. DATA QUALITY METRICS 

In this section, we outline some issues in the application of 

the GQM methodology to define data quality metrics. Also, 

we present some of the metrics so defined. As we had said, a 

goal in GQM is defined for an object, with a purpose, from a 

perspective, in an environment. When following GQM to 

define metrics for data quality, we have identified two main 

objects to be measured: the set of data and the data model. The 

set of data is the data actually stored in the database. The data 

model is how data is structured, from an implementation or a 

logical point of view. When defining subjective metrics, our 

perspective is always the user point of view. In fact, we are 

trying to measure the quality of data with respect to the 

organization benefits. Each goal is defined in a particular 

environment. Elements of each particular environment can be 

among the following: 

 a fixed data set; 

 a fixed data model; 

 a fixed query set: Some of the dimensions are related to 

the way data may be queried. The query set is a set of 

queries of interest. Such a set can be inferred from the 

applications that use or generate the data, from the 

intended use of data, or from the procedures the data is 

involved in. The set of queries is a part of the context in 

which data can be used and is an explicit representation 

on what the organization want to use data for.  

 a fixed set of “temporal” attributes: A subset of the 

database attributes may have deadlines, i.e., they may 

have to be updated in order to be accurate. It is called set 

of temporal attributes. In order to deal with time, we need 

to identify this subset and give a procedure to calculate, or 

estimate, when the data is out of date. 

We have grouped the dimensions with respect to the object 

they are related to. As a consequence, we have two groups of 

dimensions: set of data dimensions, and data model 

dimensions. This classification may be useful when trying to 

correct the quality problems found. Next, we present a few of 

data quality metrics we defined using the GQM framework. 

To do this, we have chosen a subset of the dimensions 

presented in Section 2. First, we introduce several goals that 

we have identified for a particular dimension. Then, we 

include questions and metrics for each goal. Last, we give an 

operational technique to compute the associated values. 

In this work, we want to present a framework in order to 

define data quality metrics and analyze them. New dimensions 

can be used, new questions can be asked, new metrics can be 

given, and different techniques can be used. In Table 1 and 

Table 2 we show the application of GQM to derive some data 

quality metrics for the set of data object and the data model 

object, respectively. 

Instance Dimension Metrics 

Reliability (The data stored is trustable; it can be taken as 

true information.) We propose to measure the reliability of 

data as the relation between the number of obtained answers 

that conform the expected answers and the total number of 

obtained answers. Therefore, in order to measure reliability, 

we need to characterize the expected answers for fixed query 

sets, as we do in functional test with expected values for 

inputs. Several techniques may be developed to characterize 

expected answers, for example using predicates, or estimating 

number of elements returned for each query, or defining the 

answers in terms of the instance. We call this approach 

Functional Data Test [3], for its analogy to Functional Testing 

in traditional software engineering. 

Relevance (Every piece of information stored is important 

in order to get a real world representation.) We want to know 

if we are storing useless data. We propose to measure the 

percentage of elements from the total number of elements that 

are never returned as answers. It is easy to count the number 

of tuples that are not part of an answer, for a certain query. We 

know the number of tuples in the tables involved, and we can 

count the number of tuples returned. One point here is: what 

does "never" mean? How many times we need to query the 

database to have an accurate estimate? These questions can 

only be answered empirically, after conducting adequate 

experimentation on real systems. The technique “Query sets” 

refers to this notion of running queries and performing a 

calculation based on the results obtained.  

Usefulness (The stored information is applicable for the 

organization.) We measure usefulness by the rate in which 

data is actually consulted. So we need to measure how often 

the organization uses the data stored, and the benefits obtained 

from that use. When it is possible to identify a subset of 

critical data, we can measure the times that data is accessed 

with respect to the total data accesses. We can also measure 

the percentage of accesses to query data over all accesses 

(including updates). If data is only inserted, deleted, or 

modified, but never consulted, we may infer that there is a 

problem. We expect that data is used more than modified. 

Timeliness (Data is updated in time; update frequency).We 

are interested in measuring how accurate is our data with 

respect to time (deadlines). If we know which attributes are 

time dependent, and how to know if specific values are 

outdated, we may define a test over the data to estimate the 

number of records that are outdated. We call this technique 

Temporal Test. 
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Table 1. Derivation of data quality metrics for the set of data object. 

Goal Question Metric Technique 

Object: Set of data 

Purpose: Evaluate 

Quality: Reliability 

Perspective: User 

Environment: 

-fixed data set 

-fixed query set 

Do the obtained answers conform the 

expected answers? 

Number of answers that conform the 

expected answers / Total number of 

answers 

“Functional Data Test” 

DCF 

Object: Set of data 

Purpose: Evaluate 

Quality: Relevance 

Perspective: User 

Environment: 

-fixed data set 

-fixed query set 

Is there data never queried? % of tuples never returned as answers Query set 

    

Object: Set of data 

Purpose: Evaluate 

Quality: Usefulness 

Perspective: User 

Environment: 

-fixed data set 

How many times is the stored 

information queried every day? 

Number of accesses to query the data 

(not including modifications) 

LOG of database 

activities 

Is the data stored used at decision 

time? 

% of decisions made using stored 

data 
DCF 

Is there any difference in having or not 

having the data at decision time (i.e., 

does data help to make “profitable” 

decisions)? 

Rupees earned in decisions made 

using the data stored (per time unit) - 

Rupees earned in decisions made 

without using data stored (per time 

unit) 

DCF 

    

Object: Set of data 

Purpose: Evaluate 

Quality: Timeliness 

Perspective: User 

Environment: 

-fixed data set 

-fixed query set 

-T: Set of temporal 

attributes 

How often is data updated? 
Number of update operations per unit 

of time 

LOG of database 

activities 

Which percentage of data is updated? 

Number of records with attributes in 

T updated (per time unit) / Number of 

records in the database 

LOG of database 

activities 

How much data has passed its 

deadline? 

Number of records with at least one 

attribute in T not updated (per time 

unit) / Number of records with at 

least one attribute in T 

Temporal Testing 

 
Table 2. Derivation of data quality metrics for the data model object. 

Goal Question Metrics Technique 

Object: Data model 

Purpose: Evaluate 

Quality: Conciseness 

Perspective: User 

Environment: 

-fixed data model 

-fixed query set 

Are there attributes (e.g., tuples, 

columns) that are never accessed? 

Number of attributes never accessed 
Query set 

Does dependency exist between certain 

attributes (i.e., may one attribute be 

computed in terms of others)? 

Number of dependent attributes / total 

number of attributes 
Query set 

Object: Data model  

Purpose: Evaluate 

Quality: 

Completeness 

Perspective: User 

Environment: -fixed 

data model 

May all the data be represented in the 

model? 

Number of times data could not be 

stored in the database (does not fit in 

the model) 

DCF 

Is every field format the right one to 

store the expected data? 

Number of times a value for an 

attribute could not be stored in the 

correspondent field 
DCF 

 

V. MEASURING AND ANALYZING DATA QUALITY 

Once we have defined our data quality metrics (i.e., what and 

how to measure) we want to use them. We can simply take our 

relational database (University Examination Database), 

identify the dimensions we are interested in, choose the  

 

appropriate metrics and techniques depending on specific 

considerations, apply them, and analyze the results. This is a 

useful approach, especially when the system is already in 

production, the database is implemented. There is a lot of data 

loaded, and we want to have a picture of the current situation 
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in order to decide what to improve. Next we present the steps 

we need to follow to evaluate the quality of our data: 

1. Choose the interesting dimensions: In fact, not all the 

dimensions are relevant in every situation. 

2. Choose or define the questions that characterize the 

dimensions: Each dimension has several aspects that 

characterize it. Not every aspect is important in every 

situation.  

3. Choose or define the metrics and techniques to answer each 

question: Depending on the system implementation, the 

resources, deadlines, etc., one technique or another should be 

selected to answer the same question. 

4. For each metric, define values or ranges representing good 

and bad quality data: This is a crucial point. Not in all the 

cases a clear notion of good quality and bad quality can be 

identified. Probably, at the beginning these notions will be 

based on intuition. A measurable notion of data quality has to 

be constructed by repeatedly measuring, storing, and 

comparing results and organization revenues. See point 9. 

5. If subjective metrics have been chosen, define appropriate 

DCF and data collection procedures: In fact, in the case of 

subjective metrics the questions to be answered are probably 

different for each system. 

6. Apply the techniques to the correspondent objects (data 

model, database instance, documentation, etc.), when 

possible. 

7. Collect the information using the DCF. 

8. For each metric, determine if data quality is acceptable or 

not, and take the appropriate corrective actions: If the 

obtained values do not agree with the expected ones (see point 

4), there are several possibilities. For example, if the value is 

“not so bad” we can decide to do nothing. If it is bad, but the 

cost of correcting it is higher than the expected benefits, do 

nothing. If the dimension affected is crucial, or we decide to 

correct the data anyway, we may decide to clean the data and 

to improve the data generation process. 

9. Store the obtained results: At the beginning, when we start 

measuring the quality of the data, we may have no idea of the 

desirable standards of quality we want. However, we have to 

start our measurement procedures. So it is important to define 

acceptable ranges, when possible, and to start the “data quality 

history” in the organization, in all cases. We have to define the 

appropriate container to store the results, and to store the 

“state of the organization” too. In order to extract useful 

conclusions, we need to know how data affects the 

organization. 

10. Go to step 1: We will need to measure, and to correct 

every time we see that something is wrong, and to check if 

everything is fine. It is possible that the acceptable ranges or 

the dimensions of interest change from time to time. So, it is 

important to review them.  

This “algorithm” is slightly naive. We believe that its 

simplicity shows the capability of the technique used to the 

problem. The procedure presented above is not a data quality 

plan. It only deals with measuring the quality of data at certain 

points that can help in deciding which corrective or preventive 

actions to implement. In order to reach maintain high levels of 

data quality, it has to be part of a broader plan, that takes into 

account all the aspects of data quality in the organization (see 

[9]). 

Another approach is to see the dimensions we are 

interested in as data quality requirements. These requirements 

can be assessed from the beginning of the software 

development process, in the same way that we have functional 

and non-functional requirements. So, we want to deal with 

them from the beginning, and incorporate them to our 

specification, our design, and our system implementation. 

VI. CONCLUSION 

In this work, we introduced some aspects of data quality 

from a software engineering perspective. We pointed out the 

relevance of the quality of data as it is already recognized in 

the information systems community, and how to deal with it. 

In particular, we emphasized the importance of measuring the 

quality of the data. We proposed to use well-known software 

engineering methods for metrics definition and to apply them 

to define data quality metrics. We identified the attributes we 

wanted to measure, and obtained a set of metrics and 

techniques to calculate them. 

First of all, we need to investigate the importance of 

dealing with the quality of data in an independent way. On the 

other hand, it is necessary to study the appropriateness of the 

metrics here proposed. To do this, we are planning to apply 

these metrics to several case studies.  

The dimensions we measure to determine the quality of our 

data may be consider as data quality requirements. We believe 

that these requirements should be assessed from the beginning 

of the software development process. In fact, they may be 

considered as particular non-functional requirements. So, we 

need a way to define and to verify them at every stage of this 

process [3]. 

The metrics presented above allow us evaluate the quality 

of the data at a current time. In a dynamic situation, data enter 

the database, is modified, deleted, etc. It may be interesting to 

predict how these changes may affect the current quality of the 

data with respect to certain dimensions. In future we also want 

to apply data mining techniques to improve the quality of 

database of University Examination System 
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